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I define the micro-price to be the limit of a sequence of expected mid-prices and provide conditions for this limit to exist. The micro-price is a martingale by construction and can be considered to be the 'fair' price of an asset, conditional on the information in the order book. The micro-price may be expressed as an adjustment to the mid-price that takes into account the bid-ask spread and the imbalance. The micro-price can be estimated using high frequency data. I show empirically that it is a better predictor of short term prices than the mid-price or the weighted mid-price.
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1. Introduction

The term High Frequency Trading (HFT) has been used loosely to describe the activities of a large variety of players in modern financial markets. HFTs are blamed for many ills in the markets but are also known to conduct many legitimate trading strategies that have existed since the days of floor trading.

One feature that all HFTs have in common is a computing technology (hardware and software) that allows firms to trade at speeds where mere humans cannot compete. HFTs may react to every quote update and make lightning-fast decisions such as when to submit or cancel orders. These decisions are based on checking whether certain signals cross certain thresholds. These signals may combine private data sources and public data that everyone has access to. In this paper, I will focus on the public data that is available to HFTs who observe the order book in real time.

The order book is the dominant system currently used by modern financial markets. This system matches orders on a price-time priority and keeps track of all previously submitted buy and sell limit orders on a discrete grid of prices. Though all orders are anonymous, traders may see the
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1 The flash crash of May 6, 2010, front running, market manipulation and spoofing
2 Optimal order splitting, pairs trading, statistical arbitrage, market making, liquidity provision, latency arbitrage and sentiment analysis of news
sizes of orders at each price level, thus getting a sense of instantaneous supply and demand in the market.

The most natural quantity to build from these feeds is the **mid-price**:

\[ M = \frac{1}{2} (P^a + P^b) \]  

where \( P^b \) is the best (highest) bid price and \( P^a \) is the best (lowest) ask price. This measure is one of the most accepted notions of ‘fair’ price in the market. The mid-price suffers from a few drawbacks. First, it has been reported that changes in the mid-price are highly auto-correlated, an effect known as the bid-ask bounce. Second, it changes relatively infrequently compared to the rate of quote updates, making it a relatively low frequency signal. Third, it does not make use of the volume at the best bid and ask prices. Researchers in high frequency volatility estimation have documented these problems with mid-price data and have developed econometric techniques to filter out what they call ‘microstructure noise’ (see (Hansen and Lunde 2006) and (Ait-Sahalia et al. 2011)).

An interesting side effect of the transparency of the limit order book is that the volume at the best bid and ask prices provide a strong signal of the next price move. To improve upon the mid-price, practitioners also pay close attention to the **weighted mid-price**:

\[ W = IP^a + (1 - I)P^b \]  

where the weight \( I \) is given by the imbalance

\[ I = \frac{Q^b}{Q^b + Q^a} \]  

where \( Q^b \) is the bid size (total volume at the best bid) and \( Q^a \) is the ask size.

Why should the volume at the best bid and ask prices matter? In Figure 1, using trades and quotes on a variety of assets, I show that the imbalance is a very strong predictor of the next traded price. This feature of imbalances has been reported by a variety of researchers see (Kearns et al. 2006), (Avellaneda et al. 2011), (Burlakov et al. 2012), (Harris 2013), (Lipton et al. 2013), (Jaimungal et al. 2015), (Gould and Bonart 2015), (Lehalle and Mouanjid 2016), (Stoikov and Waeber 2016), (Goldstein et al. 2017), (Hagstromer 2017) and (Kanagal et al. 2017).

The weighted mid-price also suffers from a few drawbacks. First, because the weighted mid-price changes on every update of the imbalance, it has been reported to be quite noisy for the purpose of high frequency volatility estimation, see (Gatheral and Oomen 2010) and (Robert and Rosenbaum 2012). Second, there is no theoretical justification for the weighted mid-price to be considered a ‘fair’ price, since it is not necessarily a martingale. Third, in practice it suffers from some counter intuitive features. For instance consider the following scenario. Assume \( P^b = $10.00, \ Q^b = 9, \ P^a = $10.02, \ Q^a = 27 \). At this moment in time, the weighted mid-price is \$10.005 = \frac{9}{9+27} \cdot 10.02 + (1 - \frac{9}{9+27}) \cdot 10.00 \). However, if a sell order of size one arrives at \$10.01, the new weighted mid-price will be updated upward to \$10.009 = \frac{1}{14} \cdot 10.01 + (1 - \frac{1}{14}) \cdot 10.00 \). The impact of a new sell order should surely be to update the ‘fair’ price downward, not upward.

As demonstrated above, the mid-price and weighted mid-price have a number of drawbacks. Some researchers have proposed alternative definitions of a microstructure price that is directly related to the bid ask prices and sizes. For example, in (Lillo and Bonart 2016), the authors...
(a) The S&P E-mini futures contract. (b) 5 year On-the-run US treasuries.

(c) Nomura stock. (d) Bank of America stock.

Figure 1.: Buy and sell volume conditional on (pre-trade) Imbalance. The spread is equal to the ticksize (i.e. 1 tick) for each asset.

compare statistical properties of various efficient price definitions for large tick stock. They find that an explicit formula based on rebate-adjusted bid and ask sizes performs well in terms of low autocorrelation and well behaved price impact functions. In (Jaisson 2015), the fair price is defined in terms of the conditional expectation of the next traded prices. This idea is taken further in (Lehalle and Mounjid 2016), who define the micro-price in terms of a limit of expected future mid-prices, conditional on the current mid-price and imbalance. In this spirit, I define a notion of price, that I call the micro-price:

$$P^{micro} = M + g(I, S)$$

where $M$ is the mid-price, $I$ is the imbalance and $S$ is the bid-ask spread given by

$$S = P^a - P^b.$$ 

The focus of this paper is to estimate the function $g$ that should be applied to the mid-price to get a fair microstructure price.

The micro-price is a martingale by construction and can be theoretically viewed as the fair price of the asset, conditional on the state of the order book. Furthermore, it can be estimated from past order book data and can be computed numerically very fast. Finally, I show empirically that it is
a better predictor of near term prices than the mid-price or the weighted mid-price.

2. General Framework

I first consider predictions of the $i$-th mid-price:

$$P_i^t = \mathbb{E}[M_{\tau_i}|\mathcal{F}_t]$$

where stopping times $\tau_1, \ldots, \tau_n$ represent the times when the mid-price $M_t$ changes, i.e.

$$\tau_1 = \inf\{u > t | M_u - M_{u-} \neq 0\}$$

and

$$\tau_{i+1} = \inf\{u > \tau_i | M_u - M_{u-} \neq 0\}$$

and $\mathcal{F}_t$ is the information contained in the order book at time $t$. By construction, the processes $P_i^t$ are martingales up to the stopping times $\tau_i$.

The micro-price is the limit

$$P_{t}^{micro} = \lim_{i \to \infty} P_i^t$$

and therefore $P_{t}^{micro}$, if it exists, is a martingale for all times $t > 0$.

The reasons for taking the limit of expected mid prices as time goes to infinity is twofold. First, our construction of the micro-price is horizon independent, which is a desirable feature when comparing various assets that may trade at different frequencies. Second, by taking expectations of mid prices far into the future, the microstructure noise inherent in the mid price gets filtered out.

To proceed with the analysis, I will make two assumptions. The first assumption will explicitly model the filtration in terms of three state variables.

Assumption 1 The information in the order book is given by the filtration generated by the 3 dimensional Markov process $\mathcal{F}_t = \sigma(M_t, I_t, S_t)$ where

$$M_t = \frac{1}{2}(P_t^b + P_t^a)$$

is the mid-price

$$S_t = \frac{1}{2}(P_t^a - P_t^b)$$

is the bid-ask spread

$$I_t = \frac{Q_t^b}{Q_t^b + Q_t^a}$$
is the imbalance at the top of the order book.

This assumption may be generalized to include more state variables, say generated by Level II data, but I choose to focus on Level I data. The next assumption reduces the state space of the Markov model to a bounded state space.

**Assumption 2**  The expected mid price increments are independent of the mid price level

\[
E \left[ M_{\tau_i} - M_{\tau_{i-1}} | M_t = M, I_t = I, S_t = S \right] = E \left[ M_{\tau_i} - M_{\tau_{i-1}} | I_t = I, S_t = S \right], \, t \leq \tau_{i-1}
\]

This assumption ensures that the dynamics of the price is the same at each tick. The mid-price predictions can be expressed in terms of the three state variables.

**Theorem 2.1**  Given Assumptions 1 and Assumption 2, the prediction of the \(i\)-th mid-price can be written as

\[
P^i_t = M_t + \sum_{k=1}^{i} g^k(I_t, S_t)
\]

where

\[
ge^1(I, S) = E \left[ M_{\tau_1} - M_t | I_t = I, S_t = S \right]
\]

is the first order micro-price adjustment. The \(i+1\)-th order micro-price adjustment

\[
ge^{i+1}(I, S) = E \left[ g^i(I_{\tau_1}, S_{\tau_1}) | I_t = I, S_t = S \right], \forall i \geq 0
\]

can be computed recursively.

**Proof.** Let us first define

\[
ge^i(I, S) = E \left[ M_{\tau_i} - M_{\tau_{i-1}} | I_t = I, S_t = S \right], \, t \leq \tau_{i-1}
\]

where \(\tau_0 = t\). The first mid price prediction can be written as

\[
P^1_t := E \left[ M_{\tau_1} | \mathcal{F}_t \right]
\]

\[
= E \left[ M_t | M_t, I_t, S_t \right] + E \left[ M_{\tau_1} - M_t | M_t, I_t, S_t \right] \quad \text{Assumption 1}
\]

\[
= M_t + E \left[ M_{\tau_1} - M_t | I_t, S_t \right] \quad \text{Assumption 2}
\]

\[
= M_t + g^1(I_t, S_t) \quad \text{Definition}
\]
The \(i\)-th mid price prediction can be written as a telescoping sum

\[
P_i^t := \mathbb{E}[M_{\tau_i} | \mathcal{F}_t] = \mathbb{E}[M_t | M_t, I_t, S_t] + \sum_{k=1}^i \mathbb{E}[M_{\tau_k} - M_{\tau_{k-1}} | M_t, I_t, S_t]
\]

**Assumption 1**

\[
= \mathbb{E}[M_t | M_t, I_t, S_t] + \sum_{k=1}^i \mathbb{E}[M_{\tau_k} - M_{\tau_{k-1}} | I_t, S_t]
\]

**Assumption 2**

\[
= M_t + \sum_{k=1}^i g^k(I_t, S_t)
\]

**Definition**

The recursive relation (6) can be proved by conditioning on information right after the first price move

\[
g^{i+1}(I, S) = \mathbb{E}[M_{\tau_{i+1}} - M_{\tau_i} | I_t = I, S_t = S]
\]

\[
= \mathbb{E}[\mathbb{E}[M_{\tau_{i+1}} - M_{\tau_i} | S_{\tau_i}, I_{\tau_i}] | I_t = I, S_t = S]
\]

\[
= \mathbb{E}[g^i(I_{\tau_i}, S_{\tau_i}) | I_t = I, S_t = S] \text{ for } i \geq 1
\]

Theorem 1 provides a tool to recursively compute a sequence of mid-price predictions. Note that, even if it does converge, there is no guarantee that it converges to a value that is between the bid and the ask price.

### 3. Finite state space example

In order to explicitly compute the micro-price, the dynamics of the triplet \((M_t, I_t, S_t)\) needs to be made explicit. I show in Appendix A that if \(I_t\) is independent of \(M_t\), the micro-price coincides with the mid price. Furthermore, I show in Appendix B that if \(I_t\) is a Brownian motion and behaves in a particular way at the boundary, the micro-price coincides with the weighted mid price.

Although these two examples are simple and theoretically justify the use of the mid-price and weighted mid-price, they fall short empirically. For example they fail to capture differences in microstructure from one asset to the other. In this section, I introduce a non-trivial implementation of a micro-price model and in Section 4, I show that this model fits the data well.

Assume the time step is now discrete with \(t \in \mathbb{Z}^+\), the imbalance \(I_t\) takes discrete values \(1 \leq i \leq n\) and the spread \(S_t\) takes discrete values \(1 \leq s \leq m\). Note that the imbalance can be discretized by defining

\[
I_t = \sum_{j=1}^n j^{\#}(k_{i-1}^t < q^+_i < k_i^t \leq k_i^t)
\]
and the spread $S_t$ can be expressed in number of ticks. The mid-price changes $M_{t+1} - M_t$ take values in $K = [-0.01, -0.005, 0.005, 0.01]^T$. Note that I use half ticks, since when the bid or the ask move by one cent, the mid moves by half a cent. To simplify notation, I will use the double index $x = (i, s)$ to represent the state space of the pair of variables $X_t = (I_t, S_t)$.

The first adjustment to the micro-price can be computed using standard techniques for discrete time Markov processes with absorbing states, see Hoel et al. (1972).

$$G^1(x) = \mathbb{E}[M_{\tau_1} - M_t | X_t = x]$$

$$= \sum_{k \in K} k \cdot \mathbb{P}(M_{\tau_1} - M_t = k | X_t = x)$$

$$= \sum_{k \in K} \sum_u k \cdot \mathbb{P}(M_{\tau_1} - M_t = k \land \tau_1 - t = u | X_t = x)$$

I define probabilities of the absorbing states

$$R_{xk} := \mathbb{P}(M_{t+1} - M_t = k | X_t = x)$$

and the transient states

$$Q_{xy} := \mathbb{P}(M_{t+1} - M_t = 0 \land X_{t+1} = y | X_t = x)$$

Note that $R$ is an $nm \times 4$ matrix and $Q$ is an $nm \times nm$ matrix. The first order micro-price adjustment can now be written in terms of these transition matrices

$$G^1(x) = (\sum_s Q^{s-1}R)K = (1 - Q)^{-1}RK$$

In order to compute the recursion formula

$$G^{i+1}(x) = \mathbb{E}[G^i(X_{\tau_1}) | X_t = x]$$

in matrix form, I define a new matrix of absorbing states

$$T_{xy} := \mathbb{P}(M_{t+1} - M_t \neq 0 \land X_{t+1} = y | X_t = x)$$

Once again applying standard techniques for discrete time Markov processes with absorbing states

$$G^{i+1}(x) = (\sum_s Q^{s-1}T)G^i(x) = (1 - Q)^{-1}TG^i(x)$$

Define $B := (1 - Q)^{-1}T$ and note that this is an $nm \times nm$ matrix. It follows that the $i$-th mid price prediction in equation (5) can be expressed in terms of powers of this matrix

$$P^i_t = M_t + \sum_{k=0}^{i} B^k G^1$$
Although the above expression provides a method to compute the micro-price, there is no guarantee that it will converge. In fact, if the matrices $Q$, $R$ and $T$ are not estimated carefully, one may incorporate drifts in the data and the sequence $P^i$ may blow up. The following theorem establishes a condition for the convergence of the micro-price.

**Theorem 3.1** If $B^* = \lim_{k \to \infty} B^k$ and $B^* G^1 = 0$, then the limit
\[
\lim_{i \to \infty} P^i_t = P^\text{micro}_t
\]
converges.

**Proof.** The matrix $B$ is a regular stochastic matrix so it can be decomposed
\[
B = B^* + \sum_{j=2}^{nm} \lambda_j B_j
\]
where $B^*$ is the unique stationary distribution and the eigenvalues $|\lambda_j| < 1$ and $B_j = f_j \pi_j$ where $f_j$ and $\pi_j$ are the left and right eigenvectors of $B$. This is a spectral representation of matrix $B$ that is known as the Perron Frobenius Theorem. Therefore,
\[
P^i_t = M_t + \sum_{k=0}^{i} B^k G^1 = M_t + G^1 + \sum_{k=1}^{i} (B^k - B^*) G^1
\]
follows from the assumption that $B^* G^1 = 0$. Note that
\[
B^k = B^* + \sum_{j=2}^{nm} \lambda_j^k B_j
\]
for $k \geq 1$. Therefore
\[
P^i_t = M_t + G^1 + \sum_{k=1}^{i} \left( \sum_{j=2}^{nm} \lambda_j^k B_j \right) G^1 = M_t + G^1 + \sum_{j=2}^{nm} \left( \sum_{k=1}^{i} \lambda_j^k \right) B_j G^1
\]
The micro-price can be written explicitly in terms of these matrices
\[
P^\text{micro}_t = \lim_{i \to \infty} P^i_t = M_t + G^1 + \sum_{j=2}^{nm} \frac{\lambda_j}{1 - \lambda_j} B_j G^1
\]
and therefore converges to a finite value. \hfill \Box

4. **Data analysis**

I will be using bid and ask quotes for Bank of America (BAC) and Chevron (CVX), for the month of March 2011. The timestamp is rounded to the nearest second and each row has the bid price, ask
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Figure 2. Spread histograms for BAC and CVX. BAC is a typical large tick stock and CVX is a typical small tick stock.

T

price, bid size and ask size. BAC and CVX have a very different microstructure. Indeed, looking at the spread histograms for these two stocks in Figure 2, one can see that BAC has a spread of 1 tick most of the time, while CVX has a wider spread distribution. Moreover, BAC mid-price changes happen much less frequently than for CVX. Stocks like BAC are often referred to as large tick stocks, while stocks like CVX are referred to as small tick stocks. This difference in the microstructure is largely due to the fact that BAC trades at lower prices than CVX and the tick size of 1 cent is a larger percentage of the price for BAC. These two stocks therefore illustrate the flexibility of the micro-price model presented in Section 3.

For each time stamp $t$, I compute the imbalance $I_t$ and the spread $S_t$. The imbalance and the spread are discretized into a finite number of states $1 \leq x \leq nm$ (recall that $n$ represents the number of states of $I_t$ and $m$ represents the number of states of $S_t$). For each time stamp, I compute the mid-price change $dM_t = M_{t+1} - M_t$ which is most often zero.

The estimation procedure is as follows:

- Symmetrize the data, so that for every observation (the tuple $(I_t, S_t, I_{t+1}, S_{t+1})$) there is a corresponding symmetric observation (the tuple $(1 - I_t, S_t, 1 - I_{t+1}, S_{t+1})$). Note that the symmetrizing procedure ensures that $B^*G^1 = 0$ and that the micro-price converges as guaranteed by Theorem 3.1.
- Estimate transition probabilities $Q$, $T$ and $R$. Recall that these matrices are $nm \times nm$, $nm \times nm$ and $nm \times 4$ respectively.
- Compute $G^1 = (1 - Q)^{-1}RK$.
- Compute $B = (1 - Q)^{-1}T$.
- Compute the micro-price adjustment:

$$G^* = P^{micro} - M = G^1 + \sum_{i=1}^{\infty} B^i G^1$$

In practice, this sum converges very fast. Note that $G^*$ is a vector of size $nm$ which we will graph as $m$ vectors of size $n$, one for each spread value.

Looking at Figure 3, one can see that the micro-price adjustments for BAC and CVX fall somewhere between the mid-price (a horizontal line) and the weighted mid-price (a line with left in-
Figure 3: \( G^* = P_{micro} - M \) for BAC and CVX

tercept \(-0.005\) and right intercept \(0.005\). The micro-price adjustment is less than half a spread, which indicates that the micro-price lives between the bid and the ask, though this is not a-priori imposed by the model. Note that as the spread widens, the slope of the micro-price as a function of imbalance lessens, i.e. imbalances are less informative. Also, notice that the micro-price adjustment is larger for a large tick stock like BAC than for a small tick stock like CVX.

The micro-price is horizon-independent, so there is an inherent difficulty in proving that it is a good predictor of future prices. To empirically determine its effectiveness in predicting future prices, one needs to choose a given time scale. If the time scale is too short, the empirical price changes will suffer from microstructure noise, i.e. autocorrelation effects. If the time scale is too large, the empirical price changes will be noisy and their 95\% confidence intervals will be large. In the sequel, we will see that for BAC, a 3 minute horizon captures the behavior at infinity well, while for CVX, a 10 second horizon seems to be long enough. Estimating the appropriate horizon for different stocks is beyond the scope of this work.

In Figure 4, I compare micro-price adjustments for BAC to empirical price changes over 1 minute and 3 minute intervals, conditional on the imbalance. The spread is conditioned to be the minimal tick size of $0.01. Notice that the micro-price is closer to the weighted mid-price than the mid-price (\(G^*\) is closer to the weighted mid-price adjustment than the mid-price adjustment). At the 1 minute time scale, the empirical mid-price change is of smaller magnitude than the micro-price adjustment would imply. This effect is due to negative autocorrelations in mid-price moves. Upward moves in the mid-price are often followed by downward moves. At the 3 minute time scale, the BAC microstructure noise effects dissipate and the micro-price adjustment fall within the 95\% confidence intervals. Naturally, the confidence intervals are now larger, since we have less data points, and validating the micro-price at longer time horizons may not be realistic for this 1 month data set.

In Figure 5, I compare CVX micro-price adjustments to empirical price changes over 10 second price changes, conditional on the imbalance and four values of the spread. At this time scale, the micro-price adjustment already coincides with the empirical price changes. It has been reported that microstructure noise effects are less important for such small tick stock (see Lillo and Bonart (2016)) and the fact that these effects disappear much faster for CVX than BAC seem to support that view. Also note that when the spread is 4 ticks, the micro-price is indistinguishable from the mid-price and the imbalance seems to have no additional information.

Figures 4 and 5 indicate that the micro-price model is a better predictor of mid-price changes than either the mid or weighted mid-prices. When analyzing the predictive power of order book
variables, the choice of the time horizon is rather arbitrary and a reasonable choice may be different for different assets. Short term horizons are subject to more microstructure bias, while longer term horizon predictions are more noisy. Working with the micro-price allows one to avoid making such ad-hoc choices when attempting to choose an appropriate horizon.
5. Conclusions

I have defined the micro-price as a limit of expected mid-prices in the distant future. In the example case of a discrete time, finite state Markov model, I have derived conditions that ensure this micro-price converges. This model can be fitted to Level-I data. I have shown empirically that the micro-price is a better predictor of short term price moves than the mid-price or the weighted mid-price for two stocks with very different microstructure.

Using the micro-price can be useful to any HFT that needs to incorporate order book information in their trading models. The general framework can accommodate for more state variables such as private sources of alpha. It can be therefore used to improve upon algorithms for optimal order splitting, pairs trading, statistical arbitrage, market making, liquidity provision and latency arbitrage to name a few.
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Appendix A: Mid-price example

The following assumptions ensure that the micro-price coincides with the mid-price:

- The spread \( S_t \) is fixed at 1 tick
- The process \( M_t \) is a continuous time random walk. The jumps are binomial and symmetric, i.e. \( M_{\tau_{i+1}} - M_{\tau_i} \) takes values in \((-1, 1)\), have up and down probabilities of 0.5.
- \( M_s - M_t \) is independent of \( I_t \) for all \( s > t \)

Since

\[
g^1(I_t, S_t) = \mathbb{E} [M_{\tau_1} - M_t | M_t, I_t, S_t] = 1 \cdot \frac{1}{2} - 1 \cdot \frac{1}{2} = 0
\]

it follows from the recursion relation (6) that

\[P^i_t = M_t, \forall i \geq 0\]

This simple toy model illustrates that if \( I_t \) is independent of future price moves, it has no value for price prediction and the mid-price is the best predictor of future prices and is equal to the micro-price.

Appendix B: Weighted mid-price example

The following assumptions ensure that the micro-price coincides with the weighted mid-price:

- The spread \( S_t \) is fixed at 1 tick
- The process \( I_t \) is a Brownian motion on the interval \([0,1]\).
- Let \( \tau_{down} = \inf\{s > t : I_s = 0\} \) and \( \tau_{up} = \inf\{s > t : I_s = 1\} \) and \( \tau_1 = \min(\tau_{up}, \tau_{down}) \)
- When \( I_t \) is absorbed to 1, the mid-price jumps up \( M_{\tau_1} - M_t = 1 \) and \( I_{\tau_1} = \epsilon \) with probability 0.5 or \( M_{\tau_1} - M_t = 0 \) and \( I_{\tau_1} = 1 - \epsilon \) with probability 0.5.
- When \( I_t \) is absorbed to 0, the mid-price jumps down \( M_{\tau_1} - M_t = -1 \) and \( I_{\tau_1} = 1 - \epsilon \) with probability 0.5 or \( M_{\tau_1} - M_t = 0 \) and \( I_{\tau_1} = \epsilon \) with probability 0.5.
- The process \( I_t \) is reset at it’s new value (\( \epsilon \) or \( 1 - \epsilon \)) and starts anew.

The first adjustment to the micro-price is given by

\[
g^1(I_t, S_t) = \mathbb{E} [M_{\tau_1} - M_t | I_t] = \frac{1}{2} \cdot \mathbb{P} [I_{\tau_1} = 1 | I_t] - \frac{1}{2} \cdot \mathbb{P} [I_{\tau_1} = 0 | I_t] = I_t - \frac{1}{2}
\]
where the last equality follows from classic results on hitting times of Brownian motions. The second adjustment to the micro-price is given by

\[ g^2(I_t, S_t) = E\left[g^1(I_{\tau_1})|I_t\right] = E\left[I_t - \frac{1}{2}|I_t\right] = \frac{1}{2} \epsilon - \frac{1}{2} (1 - \epsilon) - \frac{1}{2} = 0 \]

It follows from the recursion relation (6) that all subsequent \( g^i = 0, \forall i > 2 \). Hence, the limit exists and the micro-price coincides with the weighted mid-price. Also note that as \( \epsilon \) tends to zero, this micro-price model converges to Brownian motion.